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Letter to the Editor

Opening doors for open-source large language models  
in radiology education

Dear Editor,

I read with great interest the article by Leitão et al.(1) 
titled “Performance of ChatGPT on questions from the Bra-
zilian College of Radiology annual resident evaluation test” 
recently published in Radiologia Brasileira. I commend the 
authors for their insightful and timely study exploring the po-
tential of artificial intelligence (AI), specifically the ChatGPT 
language model, in the context of radiology education and 
assessment.

The authors’ methodology of presenting a diverse set of 
questions from the Brazilian College of Radiology’s annual 
resident evaluation to ChatGPT and analyzing its perfor-
mance provides valuable insights into the current capabili-
ties and limitations of such AI systems. The detailed break-
down of ChatGPT’s performance across different question 
types, topics, and cognitive skill levels helps paint a nuanced 
picture of where the technology currently stands. I was par-
ticularly intrigued by the finding that ChatGPT performed 
significantly better on questions assessing lower-order cogni-
tive skills and physics-related questions than on those assess-
ing higher-order skills and clinical topics. This suggests that 
although AI language models like ChatGPT can effectively 
handle factual recall and basic concepts, they still strug-
gle with the more complex reasoning and domain-specific 
knowledge required for clinical radiology(2). However, we be-
lieve that the potential of open-source large language models 
(LLMs) extends beyond just ChatGPT, and includes alterna-
tives such as Llama 3, BioGPT, PMC-LLaMA, and BioMis-
tral-7B. These models offer the advantage of being low-cost 
and free from proprietary dependencies, making them more 
accessible for radiology education and assessment. As the au-
thors rightly point out, with dedicated training on radiology-
specific content, the performance of these models can be 
significantly improved(3,4). Beyond just answering questions, 
such AI systems could be leveraged to generate a wide variety 
of educational content, including practice questions, expla-
nations, and case discussions, which could serve as valuable 

study aids for radiology residents. The open-source nature 
of these models also allows greater flexibility and customiza-
tion to suit the specific needs of radiology training programs. 
By exploring and utilizing these alternative open-source lan-
guage models, the radiology community can tap into the im-
mense potential of AI-assisted education while maintaining 
control over the technology and avoiding the limitations of 
proprietary systems like ChatGPT.

The ability of open-source LLMs to provide instant feed-
back and engage in interactive discussions could revolution-
ize the way residents learn and practice. Open-source LLMs, 
which are freely available and can be fine-tuned for specific 
domains, offer a promising avenue for creating personalized 
learning experiences in radiology education(5). By integrating 
these open-source LLMs into radiology curricula, training 
programs can develop adaptive assessments that cater to the 
individual strengths and weaknesses of residents, providing 
targeted feedback and support. In addition, the open nature 
of these models allows greater collaboration and sharing of re-
sources among radiology educators, enabling the creation of 
a rich ecosystem of AI-powered educational tools. This could 
include interactive case studies, virtual mentoring systems, 
and intelligent study aids that leverage the power of open-
source LLMs to provide on-demand support for residents.
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